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Contents

• Provide an empirical study for feature learning based on induction.
• Encode image data into first-order expressions and compute their least

generalization. An interesting question is whether the least generalization can extract
a common pattern of input data.

• There are three different methods for feature extraction based on symbolic
manipulation were proposed.

• We perform experiments using the MNIST datasets and show that the proposed
methods successfully capture features from training data and classify test data in
around 90% accuracy.
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Conclusions

• This paper introduced new methods that learn features of  labelled images by 
symbolic reasoning.     

• This approach is purely symbolic and does not use NN for learning from image 
data.     

• This is the first attempt that realizes feature learning using symbolic reasoning
without relying on neural network.

• We continue experiments to verify the effect of  noise in images.
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